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Abstract. An important, but difficult question, is: how can we count the

rational points of varieties over finite fields? This paper begins with an expo-
sition on Fulton’s trace formula which gives a partial answer to this question.

We then turn to an application on elliptic curves. In doing so, we will inves-

tigate a fascinating connection between Fp-points of elliptic curves and the
Picard-Fuchs differential equation.
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1. Introduction

This paper focuses on varieties over finite fields. If we have a variety X over a
finite field Fq, a natural question to ask is what is the cardinality of the Fq- points,
|X(Fq)|? For instance, the count of Fq-points of elliptic curves has important
applications in cryptography and number theory. Unfortunately, it is difficult to
answer this question in general.

A formula due to Fulton [Ful78], gives a partial answer in that it allows us to
count Fq-points mod p, where p is the characteristic of Fq.
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Theorem 1.1. (Fulton) Let X be a projective scheme over Fq a field of character-
istic p. Then,

|X(Fq)| =
dimX∑
i=0

(−1)i tr(F |Hi(X,OX)) (mod p).

The idea behind this formula is to compute the fixed points of the q−Frobenius
action on X. It is an algebraic analogue to the Lefschetz fixed point formula in
topology.

This paper will be split into two sections. The first section will be dedicated to
deriving Fulton’s trace formula. This will involve looking at F -modules, which are
coherent sheaves with Frobenius actions, along with some K0−Theory, in particular
Grothendieck groups of F -modules. We start by defining these objects and their
properties. Next, we will prove a key theorem, a localization theorem. With these
tools, Fulton’s trace formula will follow fairly easily. We then end with a few
applications to classical problems, the Chevalley-Warning theorem and the number
of Fq-points of hypersurfaces.

In the second section, we will shift our focus to elliptic curves over finite fields.
This section will be centered around two computations. The first computation will
be of the number of rational points of elliptic curves over finite fields mod p.

For the second computation, we will consider the Legendre family of elliptic
curves over C, parameterized over P1 \ {0, 1,∞}. Here, elliptic curves have two
fundamental periods relating to their identification as complex tori. We will see
that these periods satisfy a differential equation in terms of the parameter called the
Picard-Fuchs equation. Moreover, we will compute the solutions to this differential
equation.

Unexpectedly, it turns out that an invariant determining the number of Fp-points
of elliptic curves mod p is a solution to the Picard-Fuchs equation. It is strange
that the Picard-Fuchs equation derived from the analytic structure of an elliptic
curve encodes arithmetic information as well. Fulton’s trace formula will be used to
reconcile why these two distinct computations coincide. This beautiful relationship
will follow from the connection between cohomology on the structure sheaf and
cohomology on the cotangent sheaf through Serre duality.

This paper will assume the basics of scheme theory as in chapter two of [Har77].
We will also need to use coherent cohomology as in chapter three of [Har77]. The
most important topics are computations using Cech cohomology, specifically the
computation of cohomology of projective space, the construction of higher direct
images and Serre duality for curves.

2. Fulton’s Trace Formula

In this section, we will prove Fulton’s trace formula which is a fixed point formula
of Frobenius actions on coherent cohomology. As a result, we will get a formula for
the number of Fq-points of a variety. We will primarly follow [Mus11]. We begin
this exposition by discussing Frobenius actions on schemes.

2.1. The Category of F -modules. Let X be a scheme over the finite field Fq
of characteristic p. That is, we have a structure morphism X → SpecFq. For each
section over an open U , this induces a morphism Fq → OX(U) giving the local
section the structure of a Fq-vector space.
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On X, we have a Frobenius endomorphism F : X → X. On the topological
space the map F : X → X is the identity map. The corresponding morphism of
sheaves OX → F∗OX = OX is given as follows. Let U be open. Then the map
OX(U) → OX(U) is given by u 7→ uq. This morphism is Fq-linear and induces a
Fq-linear map on cohomology also denoted F : Hi(X,OX)→ Hi(X,OX).

Our goal is to compute a formula relating Fq-points on X and the trace of these
Frobenius actions on cohomology. First we will generalize this setup to coherent
sheaves on X with a Frobenius action which will lead us to the definition of F -
modules.

Definition 2.1. Let M be a coherent sheaf on X. A Frobenius action on M is a
morphism of sheaves FM :M→ F∗M, where F∗ denotes the pushforward. That is,
given an open U , a ∈ OX(U) and m ∈M(U), we have FM(am) = aqFM(m). This
map is Fq-linear which induces a linear morphism FM : Hi(X,M) → Hi(X,M).
The sheaf M along with the action FM is called a coherent F -module denoted by
(M, FM). We denote the collection of coherent F -modules on X by CohF (X).

To show that CohF (X) is a category, we need to define morphisms between the
objects.

Definition 2.2. Let (M, FM) and (M′, F ′M) be coherent F -modules on X. A
morphism (M, FM) → (M′, F ′M) is a morphism φ : M → M′ on the underlying
sheaves that is compatible with the Frobenius actions. That is the diagram

M M′

F∗M F∗M′

φ

FM FM′

φ

commutes.

This makes CohF (X) into a category. Notice that CohF (X) is actually an
abelian category. This is since kernels and cokernels may be defined as in the
category of coherent sheaves on X. Then we have a Frobenius action on kernels
and cokernels induced by FM, giving them the structure of F -modules.

Let x be a closed point of X. Then, we have the residue field Fq(x) which is the
quotient of the stalk OX,x by its maximal ideal. By the Nullstellensatz, Fq(x) is a
finite extension of Fq.

Definition 2.3. We define the Fq-points of X by

X(Fq) := Hom(SpecFq, X).

Take a morphism SpecFq → X in X(Fq). Since Fq is a field, we know SpecFq
has a unique element which maps to some x ∈ X.

The morphism induces a local ring morphism on stalks OX,x → OSpec Fq,(0).
Taking quotients by the unique maximal ideals gives an inclusion on residue fields
Fq(x)→ Fq. But since Fq(x) is a finite extension of Fq, it must be that Fq(x) ∼= Fq.

Conversely, if x is a point with residue field Fq, then we have a local homo-
morphism OX,x → Fq. This gives a morphism of schemes SpecFq → SpecOX,x.
Composing this with the cannonical morphism SpecOX,x → X gives a morphism
SpecFq → X, which is an element of X(Fq). Thus, the Fq-points of X are exactly
the points with residue field equal to Fq.



4 YUCHEN CHEN

Let x ∈ X(Fq), so we have Fq(x) ∼= Fq. Then, the Frobenius action FM induces
an Fq-linear endomorphism on the fiberM(x) :=Mx⊗Fq(x). We denote this map
by FM(x).

2.2. Grothendieck Groups. In this section, we will introduce the Grothendieck
group of coherent F -modules along with some important constructions.

Definition 2.4. We define the Grothendieck group of coherent F -modules on X,
denoted KF

• (X), to be the free abelian group generated by isomorphism classes of
objects in CohF (X) subject to the following relations.
First, addition is defined by short exact sequences. That is, if

0 (M′, F ′) (M, F ) (M′′, F ′′) 0

is exact, then we have

(M, F ) = (M′, F ′) + (M′′, F ′′).

Moreover, if F1 and F2 are Frobenius actions on M, then we have

(M, F1 + F2) = (M, F1) + (M, F2).

We denote the equivalence class of (M, F ) in KF
• (X) by [M, F ]. To simplify

notation, if the Frobenius is clear, we may leave it out of the notation.

An important construction is the pushforward of Grothendieck groups. Given a
proper morphism of schemes f : X → Y , the higher direct image sheaves induce a
morphism KF

• (X)→ KF
• (Y ). Recall that given a sheafM on X, the higher direct

image of M, Rif∗(M), is the sheafification of the presheaf U 7→ Hi(f−1(U),M)
on Y .

If FM is a Frobenius action on M, FM induces a Frobenius endomorphism
on Hi(f−1(U),M), which glue to a Frobenius action on Rif∗(M). This makes
Rif∗(M) into a coherent F -module on Y .

Define f∗ : KF
• (X)→ KF

• (Y ) by

f∗([M, FM]) =
∑
i≥0

(−1)i[Rif∗(M)].

We need to show that f∗ is well-defined. Let

0 (M′, F ′) (M, F ) (M′′, F ′′) 0

be exact. We need to show that f∗([M, F ]) = f∗([M′, F ′]) + f∗([M′′, F ′′]). Since
Rif∗ is a δ-functor, we have a long exact sequence

· · · Rif∗(M′) Rif∗(M) Rif∗(M′′) Ri+1f∗(M′) · · ·

Applying the relations to this exact sequence gives the identity.
Let F1, F2 be Frobenius actions on M and Fi be the Frobenius induced on

a higher direct image. Note that F1 + F2 = F1 + F2, so the second relation in
Definition 2.4 is also satisfied. Thus, f∗ is well-defined.

Lemma 2.5. Let f : X → Y be a closed immersion and g : Y → Z be a proper
morphism of schemes. Then (g ◦ f)∗ = g∗ ◦ f∗.
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Proof. We want to show that (g ◦ f)∗ = g∗ ◦ f∗. Expanding this out, we want to
show ∑

i

(−1)i[Ri(g ◦ f)∗(M)] =
∑
i

(−1)i[Rig∗(
∑
j

(−1)j [Rjf∗(M)])]

=
∑
i,j

(−1)i+j [Rig∗(R
jf∗(M))].

Since f is a closed immersion, we know that Rjf∗(M) = 0 for j ≥ 1 and also
Rig∗ ◦ Rif∗ = Ri(g ◦ f)∗. Plugging this into the right side shows that it is indeed
equal to the left. �

In the other direction, we have pullbacks. We first state a lemma.

Lemma 2.6. If the F -module (M, FM) has a nilpotent Frobenius FM, then we
have [M, FM] = 0.

Proof. Since FM is nilpotent, there exists some m such that FmM = 0. We will
prove this using induction on m. For the base case, m = 1 so FM = 0. In the
Grothendieck group, we have the relation

[M, 0] = [M, 0] + [M, 0]

since 0 + 0 = 0. It follows that [M, 0] = 0. For the inductive step, we have an exact
sequence

0 (ker(FM), F ′M) (M, FM) (M/ ker(FM), F ′′M) 0 ,

where F ′M and F ′′M are induced by the FM on the respective sheaves. Notice that
F ′M = 0 and F ′′M is nilpotent of degree at most m − 1. Then by the inductive
assumption, we know that [ker(FM), F ′M] = 0 and [M/ ker(FM), F ′′M] = 0. Finally
by a relation in the Grothendieck group, we have that

[M, FM] = 0 + 0 = 0.

�

Let j : X → Y be a closed immersion. We can define a pullback map j∗ :
CohF (Y )→ KF

• (X) using pullbacks of sheaves by

j∗((M,FM)) = [M⊗OY OX , FM],

where FM is induced by FM as follows.
Note that if I is the ideal sheaf of X in Y , the map j∗ can be written as

j∗((M,FM)) = [M/IM, FM].

Notice that FM(IM) ⊂ IqM, so FM is a well-defined Frobenius map onM/IM.
We denote FM on M/IM by FM. We claim that j∗ is well-defined on the
Grothendieck group KF

• (Y ) and that it is the inverse to the map j∗.

Lemma 2.7. The map j∗ : KF
• (Y )→ KF

• (X) given by

j∗([M,FM]) = [M⊗OY OX , FM]

is well defined. Moreover, j∗ ◦ j∗ is the identity.
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Proof. We need to check that j∗ satisfies the relations in the definition of KF
• (Y ).

Let

0 (M′, F ′M) (M, FM) (M′′, F ′′M) 0

be exact. For the first relation, we need to show

j∗([M]) = j∗([M′] + [M′′]),
so we need to show

[M/IM] = [M′/IM′] + [M′′/IM′′].
Note that the given exact sequence induces an exact sequence

0 M′ ∩ IM IM IM′′ 0

which gives us the diagram

0 M′ ∩ IM IM IM′′ 0

0 M′ M M′′ 0.

The second half of the exact sequence given by the snake lemma gives an exact
sequence

0 M′/M′ ∩ IM M/IM M′′/IM′′ 0.

Thus,

(2.8) [M/IM] = [M′/M′ ∩ IM] + [M′′/IM′′].
Notice that the surjection M′/IM′ →M′/M′ ∩ IM has kernel M′ ∩ IM/IM′.
This gives an exact sequence

0 M′ ∩ IM/IM′ M′/IM′ M′/M′ ∩ IM 0.

We then have the equality

[M′/M′ ∩ IM] = [M′/IM′]− [M′ ∩ IM/IM′].
Plugging this into (2.8) gives

[M/IM] = [M′/IM′]− [M′ ∩ IM/IM′] + [M′′/IM′′].
Thus, it is enough to show that [M′ ∩ IM/IM′] = 0. By Lemma 2.6 we can do
this by showing that the Frobenius is nilpotent. By Artin-Rees (see [Vak17] 12.9.4),
there exists some k such that for all j ≥ k

IjM∩M′ = Ij−k((IkM) ∩M′).
Then for large enough M ,

IMM∩M′ ⊂ IM′.
Choose m such that qm > M . Then,

FmM(IM∩M′) ⊂ Iq
m

M∩M′ ⊂ IM′.
Thus, FM is nilpotent on M′ ∩ IM/IM′. For the second relation we need to
check that if F1, F2 are two Frobenius actions on M, then j∗([M, F1 + F2]) =
j∗([M, F1] + [M, F2]). This amounts to showing that F1 + F2 = F1 + F2. But this
is clear by definition. It remains to show that j∗ ◦ j∗ is the identity. This follows
from direct computation. �



FULTON’S TRACE FORMULA AND ELLIPTIC CURVES OVER FINITE FIELDS 7

This construction allows us to state a lemma that will be useful later.

Lemma 2.9. Let X be the disjoint union of subschemes X1, ..., Xr. Then, there is
an isomorphism

r⊕
i=1

KF
• (Xi)→ KF

• (X).

Proof. We have inclusions ik : Xk → X. The sum of the pushforwards gives the
map in the forward direction. The inverse is given by the pullbacks to the Xk’s. �

2.3. Computation of Grothendieck Groups. We end the discussion on Grothendieck
groups by computing the Grothendieck group of Spec(Fq) and projective space.
Both of these computations will be useful in the proof of Fulton’s trace formula.
We start by computing KF

• (SpecFq). This is where the trace of Frobenius enters
the picture.

Theorem 2.10. Trace defines an isomorphism KF
• (SpecFq) ∼= Fq. That is, the

map

ϕ : [M, FM] 7→ tr(FM(x))

is an isomorphism where x is the unique point corresponding to zero ideal.

Proof. Notice since SpecFq has a unique point, we can view a coherent module
as a finite-dimensional Fq-vector space, V , by looking at its global section. The
Frobenius is then a endomorphism φ of this vector space. Thus, we can view
elements of CohF (SpecFq) as such pairs (V, φ).

We have a map ϕ : CohF (SpecFq) → Fq given by (V, φ) 7→ tr(φ). We need to
show that this is a map on KF

• (SpecFq).
Let

0 (V ′, φ′) (V, φ) (V ′′, φ′′) 0

be exact. Then tr(φ) = tr(φ′) + tr(φ′′). Moreover, tr(φ′ + φ′′) = tr(φ′) + tr(φ′′).
Thus, trace respects the relations on the Grothendieck group, so this map is well-
defined on KF

• (SpecFq).
We have a map ψ : Fq → KF

• (SpecFq) given by sending x to (Fq, ·x), where
·x is the map given by multiplication by x. The trace of this map is clearly x, so
ϕ ◦ ψ = id .

We claim that ψ is surjective. This is enough to show that ψ is the inverse to
the trace map. We will do this by induction. Let [V, φ] ∈ KF

• (SpecFq). If V is
one-dimensional, then V = Fq and φ is multiplication by some element of Fq so
it clearly belongs to the image of ψ. Now suppose that V has dimension greater
than one. We can write φ as a sum of morphisms with nontrivial invariant proper
subspaces. Then without loss of generality, we suppose that φ has a nontrivial
invariant proper subspace W . There is an exact sequence

0 (W,φ) (V, φ) (V/W, φ) 0.

Then we can write [V, φ] as the sum [W,φ] + [V/W, φ]. Both W and V/W have
dimension strictly less than V . Then by induction, the claim follows. Since ψ is
surjective, we deduce that ψ is the inverse to the trace map, which completes the
proof. �
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Theorem 2.10 gives the structure of the Grothendieck group of Spec(Fq). We
can also compute the Grothendieck group of projective space, which will be useful
later. We start with a lemma.

Lemma 2.11. Let (M, FM) be a F -module where M =M1 ⊕ · · · ⊕Mr. Denote

by Fij the composition Mi M M Mj
FM . Then,

[M, F ] =

r∑
i=0

[Mi, Fii].

Proof. Denote by Fij by the mapM→M induced by Fij , i.e. it is the composition

M Mi Mj MFij
. We have that FM =

∑
ij Fij . The second

relation in the Grothendieck group gives that

[M, FM] =
∑
ij

[M, Fij ].

Moreover, for i 6= j, Fij
2

= 0, so by Lemma 2.6, [M, Fij ] = 0. Thus,

[M, FM] =

r∑
i=0

[M, Fii] =

r∑
i=0

[Mi, Fii].

�

Now we turn to computing the Grothendieck group of projective space. Let S
be the graded ring Fq[x0, ..., xn] and X = PnFq := Proj S. The structure sheaf will

be denoted by O.
We briefly describe the correspondence between coherent sheaves on X and

finitely generated graded modules over S along with their corresponding Frobe-
nius actions. More detail may be found in [Har77] 2.5.

First suppose that we have a F -module (M, FM). We define M , the module
associated to M as follows. Let M = Γ∗(M) :=

⊕
i∈Z Γ(X,M(i)). Given s ∈ Sj ,

we can view s ∈ Γ(X,O(j)). Then if t ∈ Γ(X,M(i)), s⊗ t ∈ Γ(X,M(i+ j)). Thus,
M is a graded S-module with scalar multiplication given by tensor products.

The module M has an induced Frobenius from FM :M→ F∗(M) constructed
as follows. Tensoring FM with O(i) gives a map M(i) → F∗(M) ⊗ O(i). The
projection formula gives a morphism

M(i) F∗(M)⊗O(i) F∗(M(qi)) .

Looking at global sections defines a morphism FM : M → M such that FM is
Fq-linear, FM (st) = sqFM (t), where s ∈ S, t ∈ M . Moreover, FM (Mi) ⊂ Mqi. A
morphism FM satisfying these properties is called a graded Frobenius action on M .

In the other direction, suppose that we have a finitely generated graded S-module

M with a Frobenius action FM . We take M̃ to be the sheaf associated to the module
M . We can define a Frobenius locally using the standard affine charts (Ui), where

Ui is the chart where xi 6= 0. Note that on Ui, we have Γ(Ui, M̃) = (Mxi)0. Then
given u ∈MN , define

F
M̃

(
u

xNi

)
=
FM (u)

xqNi
.
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This defines a Frobenius on M̃ . Hence we have operations taking coherent sheaves
on X to finitely generated graded modules on S and vice-versa respecting the cor-
responding Frobenius actions. Moreover, notice that these operations are inverses.
That is if (M, FM) is an F -module, and M is the module associated withM. Then

M∼= M̃ as F -modules.

Proposition 2.12. The Grothendieck group KF
• (PnFq ) is generated by the elements

of the form [O(−i), xa00 · · ·xann ], where a` ≥ 0 and
∑n
`=0 a` = i(q − 1).

Proof. Take M = S(−i). Then notice that a Frobenius FM is determined by FM (1).
If f ∈ Si, then

FM (1) = FM

(
1

f
f

)
=
fq

f
.

This is a homogeneous degree i(q− 1) polynomial. Conversely, every homogeneous
polynomial of degree i(q − 1) determines a Frobenius. Then a Frobenius on M is
determined by an element of f ∈ Si(q−1). The sheaf associated to S(−i) is O(−i).
By the second relation in KF

• (PnFq ), the element [O(−i), f ] can be written as a sum

of elements [O(−i), xa00 · · ·xann ], where a` ≥ 0 and
∑n
`=0 a` = i(q − 1).

Now let M be an arbitrary graded S-module. By Hilbert’s Syzygy Theorem,
there exists (bij), with entries in Z such that Fj :=

⊕
S(−bij) forms a free resolution

0 Fn · · · F1 F0 M 0 .

This shows that

[M̃ ] =

n∑
j=0

(−1)j [F̃j ].

Then since [F̃j ] can be written as a sum of elements of the form [O(−i), xa00 · · ·xann ],
using Lemma 2.11, KF

• (PnFq ) is generated by the elements [O(−i), xa00 · · ·xann ]. �

We can make an improvement on this list of generators.

Theorem 2.13. The Grothendieck group KF
• (PnFq ) is generated by elements of the

form [O(−i), xa00 , ..., xann ], where 0 ≤ a` ≤ q−1,
∑n
`=0 a` = i(q−1) and there exists

some ` such that a` < q − 1.

Proof. First we need to eliminate generators with Frobenius containing some a` >
q − 1. Suppose that [O(−i), f ] is a generator where for some j the x

aj
j value in f

has aj > q − 1. Then we can write f = xqjg. Let H be the hyperplane defined by
xj = 0. We have the exact sequence

S(−1) S S/(xj)
·xj

.

Taking the sheaves associated to these modules gives the sequence

O(−1) O OH
·xj

.

Taking a twist by −i+ 1 gives the sequence

O(−i) O(−i+ 1) OH(−i+ 1).
·xj



10 YUCHEN CHEN

The Frobenius on O(−i) is f = xqjg. Then this will send u ∈ O(−i) to uqxjx
q
jg =

(uxj)
qxjg. Thus the compatible Frobenius on O(−i+1) is given by xjg. The Frobe-

nius on OH(−i+ 1) is 0 since xj gets sent to 0 in OH(−i+ 1). Then the relation in
the Grothendieck group gives that

[O(−i), f ] = [O(−i+ 1), xjg].

Continuing this process, we can reduce until all the a` are less than or equal to
q − 1.

To complete the proof, we need to eliminate the generator

[O(−n− 1), (x0 · · ·xn)q−1].

For this we consider a Koszul Complex of graded S-modules. Notice that x0, ..., xn
is a regular sequence in S. Let Li be S(−1) with the Frobenius action given by xq−1i .

Denote Li the sheaf associated with Li. Then E = L0 ⊕ · · · ⊕ Ln ∼= S(−1)⊕(n−1)

is a free S module of rank n + 1. Given a Li we have a map Li → S given by
multiplication by xi. The sum of these maps, denoted φ, gives a map E → S. This
gives us the Koszul complex

0
∧n+1

E · · ·
∧2

E E S 0
φ

.

Taking the sheaves associated to these modules gives the complex

0
∧n+1 E · · ·

∧2 E E O 0
φ

,

where E = L0 ⊕ · · · ⊕Ln is the sheaf associated with E. Then,

r∧
E =

⊕
0≤i1<···<ir≤n

(Li1 ⊗ · · · ⊗Lir ).

Note that

Li1 ⊗ · · · ⊗Lir = O(−r)
which has the Frobenius xq−1i1

· · ·xq−1ir
which is compatible with the complex.

Then by relations, we can write [O(−n− 1), (x0 · · ·xn)q−1] as a sum of terms of

the form [O(−r), xq−1i1
· · ·xq−1ir

] so we can eliminate it from the list of generators. �

2.4. Localization Theorem. An important piece of machinery needed in the
proof of the trace formula is the localization theorem.

As in the previous setup, we have a scheme X over Fq. We are interested in the
Fq-points of X, X(Fq).

Since we can view X(Fq) as a closed subscheme of X, we have a closed immersion
i : X(Fq) → X. This induces a map i∗ : KF

• (X(Fq)) → KF
• (X) on Grothendieck

groups. The localization theorem states that this is actually an isomorphism.

Theorem 2.14. (Localization Theorem) The map i∗ : KF
• (X(Fq)) → KF

• (X) is
an isomorphism.

In this case of the localization theorem, we have a map i∗ given by the inclusion
X(Fq) → X. Lemma 2.7 shows that the map i∗ is well-defined going in the other
direction and that i∗ ◦ i∗ is the identity. To complete the proof of the localization
theorem, it remains to show that i∗ ◦ i∗ is also the identity. In particular, it suffices
to show that i∗ is surjective.
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We will first prove this in the case where X is projective space. To show this case,
recall the structure of KF

• (PnFq ) given by Theorem 2.13. The general localization

theorem will then follow from this special case.

Theorem 2.15. The localization theorem, Theorem 2.14, holds for X = PnFq .

Proof. Let i : Pn(Fq)→ PnFq be the inclusion. Recall that we have shown that i∗ is

injective since i∗ ◦ i∗ is the identity. It remains to show that i∗ is surjective. We
can use a dimension argument. That is, we want to show that

dimFq K
F
• (PnFq ) ≤ dimFq K

F
• (Pn(Fq)).

We have an upper bound for dimFq K
F
• (PnFq ) given by counting the number of

generators given by Theorem 2.13. We denote by αn the number of generators of
KF
• (PnFq ) given by Theorem 2.13.

We can view the generators as the set, An, defined as the set of n-tuples
(a0, ..., an) satisfying 0 ≤ ai ≤ q − 1, q − 1 divides

∑n
i=0 ai and there exists some `

such that a` < q − 1. This is by viewing the n-tuples (a0, ..., an) as the powers in
the generators described in Theorem 2.13.

We can compute αn using a recurrence relation. Suppose that we have an n−1-
tuple (a0, ..., an−1). We consider two cases. If (a0, ..., an−1) ∈ An−1, then

∑n−1
i=0 ai

is divisible by q − 1 and for some `, a` < q − 1. Then we have two choices for an,
0 or q − 1, which makes the tuple (a0, ..., an) belong to An. In the other case, if
(a0, ..., an−1) 6∈ An−1, there is only one option for an to make (a0, ..., an) belong to
An. Thus, we have the relation

αn = 2αn−1 + (qn − αn−1) = qn + αn−1.

Since α0 = 1, we have

αn = 1 + q + · · ·+ qn.

Then

dimFq K
F
• (PnFq ) ≤ 1 + q + · · ·+ qn.

Note that Pn(Fq) has 1 + q + · · · + qn points. Then by Lemma 2.9, taking the
subschemes as the points

dimFq K
F
• (Pn(Fq)) = 1 + q + · · ·+ qn.

This completes the proof. �

The general case of the localization theorem follows from the projective case.

Proof. (Localization Theorem)
Denote the projective space PnFq by Y . Let j be a closed immersion X → Y. Denote

by j′ the corresponding inclusion X(Fq) → Y (Fq). The map i is the inclusion
X(Fq)→ X and i′ the inclusion i′ : Y (Fq)→ Y. Then the diagram

X(Fq) Y (Fq)

X Y

j′

i i′

j

commutes. By the localization theorem for projective space, we have

i′∗ ◦ (i′)∗ = id .
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Also notice that
(i′)∗ ◦ j∗ = j′∗ ◦ i∗.

We know i∗◦i∗ = id, we need to show i∗◦i∗ = id . By commutativity of the diagram

j ◦ i = i′ ◦ j′

so we have
j∗ ◦ i∗ = i′∗ ◦ j′∗.

This gives
j∗ ◦ i∗ ◦ i∗ = i′∗ ◦ j′∗ ◦ i∗.

Then,
j∗ ◦ i∗ ◦ i∗ = i′∗ ◦ (i′)∗ ◦ j∗ = j∗,

since j∗ ◦ j∗ = id, j∗ is injective. Thus,

i∗ ◦ i∗ = id,

which completes the proof. �

2.5. Proof of Fulton’s Trace Formula. Now we are ready to state and prove
Fulton’s Trace Formula.

Theorem 2.16. (Fulton’s Trace Formula) Let X be a scheme over Fq and (M, FM)
a coherent F -module on X. Then,∑

x∈X(Fq)

tr(FM(x)) =

dim(X)∑
i=0

(−1)i tr(FM|Hi(X,M)).

Proof. Since X is a scheme over Fq, we have a structure morphism f : X → SpecFq.
Recall that this induces a map on Grothendieck groups f∗. The idea of the proof
is to compute f∗([M, FM]) in two ways.

Consider the diagram,

KF
• (X) KF

• (X(Fq))

KF
• (SpecFq)

Fq

f∗

i∗

f∗◦i∗

trace

This diagram commutes since the localization theorem shows that i∗ and i∗ are
inverses. We first compute f∗([M, FM]) directly. Then we will compute it by
f∗ ◦ i∗ ◦ i∗ as in the other direction in the upper triangle. Then we apply the
isomorphism induced by trace, as described in Theorem 2.10, to our computations
which will give us the formula in Fq.

We first compute f∗([M, FM]) directly. By the definition of f∗, this is

f∗([M, FM]) =

dim(X)∑
i=0

(−1)i[Rif∗(M)]

=

dim(X)∑
i=0

(−1)i[Hi(X,M), FM].
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The second equality follows from the fact that since SpecFq is a one-point space,
the functors Rif∗ coincide with sheaf cohomology functors Hi. The sum only goes
up to dim(X) since by Grothendieck Vanishing, the higher cohomology groups all
vanish.

Next we compute

f∗([M, FM]) = f∗ ◦ i∗ ◦ i∗ = (f ◦ i)∗ ◦ i∗

the second equality coming from Lemma 2.5. By definition,

i∗([M, FM]) = [M⊗OX , FM].

By Lemma 2.9, [M⊗OX , FM] can be viewed as a sum in KF
• (SpecFq), through

taking pullbacks of inclusions of points. Pullbacks of inclusions of points are the
same as fibers at those points, so we have

[M⊗OX , FM] =
∑

x∈X(Fq)

[M(x), FM(x)].

Note that since X(Fq) has dimension 0, by Grothendieck Vanishing, the only co-
homology group that remains is R0(f ◦ i)∗ . Again since f is a map to a one-point
space and i is an inclusion, we see

(f ◦ i)∗([M⊗OX , FM]) =
∑

x∈X(Fq)

[M(x), FM(x)] ∈ KF
• (SpecFq).

Thus, our computations show

∑
x∈X(Fq)

[M(x), FM(x)] =

dim(X)∑
i=0

(−1)i[Hi(X,M), FM].

Then by Theorem 2.10, trace gives an isomorphism KF
• (SpecFq) → Fq. Applying

this map to both sides, gives the desired formula. �

We will be most interested in the case of this formula regarding counting Fq-
points of X. This can be derived as follows.

Corollary 2.17. Let X be a projective scheme over Fq. Then,

|X(Fq)| =
dimX∑
i=0

(−1)i tr(F |Hi(X,OX)) (mod p).

Proof. This follows from Fulton’s Trace Formula using the F -module (OX , F ). No-
tice that the fiber OX(x) ∼= Fq, so the Frobenius F (x) is just the identity. Thus,
the left side will count X(Fq). �

Remark 2.18. Fulton’s trace formula actually holds for all proper schemes X over
Fq. We will not need this generalization for the remaining applications in this
paper. See [Ful78] for the additional step needed to make this generalization.
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2.6. Classical Applications. We end the discussion of Fulton’s trace formula
with a couple of applications to some classical problems. The first application is
the Chevalley-Warning theorem.

Theorem 2.19. (Chevalley-Warning) Let X be a projective variety over Fq, a
finite field of characteristic p, defined by homogenous polynomials f1, ..., fr ∈ S :=
Fq[x0, ..., xn]. Let d1, ..., dr be the degrees of f1, .., fr and suppose that d1+· · ·+dr <
n+ 1. Then,

|X(Fq)| = 1 (mod p).

Proof. We will show this using induction on the number of polynomials. For the
base case, suppose X is defined by one polynomial f of degree d. We have the exact
sequence

0 S(−d) S S/(f) 0
f

which induces an exact sequence of sheaves

0 OPn(−d) OPn i∗OX 0
f

where i is the inclusion of X into projective space.
Cohomology then gives the long exact sequence

· · · Hi(Pn,OPn(−d)) Hi(Pn,OPn) Hi(X,OX)

Hi+1(Pn,OPn(−d)) · · ·

.

From the computation of cohomology of projective space (see [Har77] 3(5.1)), since
d < n+1, we have that for i > 0, Hi(Pn,OPn(−d)) is 0. From the same computation,
we also have that Hi(Pn,OPn) is also 0 for i > 0. Thus, we deduce that for i > 0,
Hi(X,OX) is 0.

We only need to compute the Frobenius action on H0(X,OX). The beginning
of the exact sequence is

0 Fq H0(X,OX) 0 .

Thus, H0(X,OX) = Fq. But Frobenius acts by the identity on Fq, so the trace is 1.
Applying the trace formula gives the result.

Now suppose that we have two defining equations f1, f2. Define Z as the variety
defined by f1 and S′ := S/(f1). Then we have an exact sequence

0 S′(−d2) S′ S′/(f2) 0
f2

.

This gives an exact sequence of sheaves

0 OZ(−d2) OZ i∗OX 0
f2

.

Consider the long exact sequence given by cohomology. By induction, the cohomol-
ogy groups of OZ are 0 except for H0(Z,OZ) which is Fq. The cohomology groups of
OZ(−d2) are all 0. Then the only nonzero cohomology of OX is H0(X,OX) = Fq.
Applying the trace formula again gives the result. We then continue inductively in
this manner. �
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A similar computation allows us to count the Fq-points of hypersurfaces of degree
n+ 1.

Theorem 2.20. Let X be a projective variety over Fq defined by a polynomial f
of degree n+ 1. Then,

|X(Fq)| = 1 + (−1)n−1α (mod p)

where α is the coefficient of (x0 · · ·xn)q−1 in fq−1.

Proof. Again consider the exact sequence

0 OPn(−n− 1) OPn i∗OX 0.
f

Take the long exact sequence given by cohomology. Similarly, H0(X,OX) = Fq and
the middle cohomology Hk(X,OX) vanish for 0 < k < n−1. The trace of Frobenius
on Fq is 1. It remains to see how Frobenius acts on Hn−1(X,OX). At the end of
the long exact sequence we have the sequence

0 Hn−1(X,OX) Hn(Pn,O(−n− 1)) 0.δ

Then the boundary map δ is an isomorphism which we can use to understand the
Frobenius, since Hn(Pn,O(−n− 1)) is well-understood.

The cohomology of projective space can be computed using Cech cohomology for
the standard affine open cover (D+(xi)). The Cech complex for the sheaf O(−n−1)
is ∏

(Sxi0 )(−n−1) · · ·
∏

(Sx0···x̂i···xn)(−n−1) (Sx0···xn)−n−1.
d

Then Hn(Pn,O(−n − 1)) is the cokernel of d which is (Sx0···xn)−n−1/im(d). The

ring (Sx0···xn)−n−1 has basis of monomials x`00 · · ·x`nn where
∑
`i = −n − 1. The

image of d has basis of monomials where at least one of the powers is positive. Then
Hn(Pn,O(−n− 1)) is generated by the monomials x`00 · · ·x`nn where

∑
`i = −n− 1

and `i < 0 for all i, of which there is only one, (x0 · · ·xn)−1.
Similarly, we find the cocycles of Hn−1(X,OX) to be∏

((S/(f))x0···x̂i···xn)0.

We can describe δ on the cocycles. Given u ∈ Hn−1(X,OX), we can choose a
cocycle representative (h0, ..., hn). Then δ(u) is the equivalence class of the element

w =

∑
(−1)ihi
f

.

Applying the Frobenius on u gives the representative (hq0, ..., h
q
n) which gets mapped

to
∑

(−1)ihqi
f = fq−1wq. Then the Frobenius acts on Hn(Pn,O(−n− 1)) through δ

by w 7→ fq−1wq. To figure out the trace, we need to see what happens to the basis
element (x0 · · ·xn)−1. The boundary map δ will take this to fq−1(x0 · · ·xn)−q. We
need to take the equivalence class. Remember that all monomials with positive
powers will get sent to 0 in this quotient. Then the only one which can remain
is α(x0 · · ·xn)q−1(x0 · · ·xn)−q = α(x0 · · ·xn)−1. Then the Frobenius acts by mul-
tiplication by α, so the trace is α. Plugging this into the trace formula gives the
result. �
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3. Elliptic Curves over Fp
We now turn our focus to the specific case of elliptic curves. In particular, we

will look at the Legendre family of elliptic curves. These are curves of the form
Eλ : y2 = x(x − 1)(x − λ), parameterized by λ. We begin with an elementary
computation of the number of Fp-points on elliptic curves. Next, we will look at
the Picard-Fuchs equation. This is a differential equation in λ which is derived
from the cannonical differential and periods of elliptic curves. The Picard-Fuchs
equation is a hypergeometric equation and we will be able to compute its solutions.
It turns out that the solution to the Picard-Fuchs equation will coincide with the
first computation of Fp-points. We will turn to Fulton’s trace formula developed in
the previous section to investigate this strange phenomenon.

3.1. Rational Points Over Fp. In this section, we will compute the number of
rational points of an elliptic curve over Fp mod p.

We will consider elliptic curves in Legendre form

E : y2 = x(x− 1)(x− λ)

where λ ∈ Fp.
We will show the following.

Theorem 3.1. The number of Fp-points is given by

|E(Fp)| = 1 + (−1)(−1)
p−1
2

p−1
2∑
`=0

(
− 1

2

`

)2

λ` (mod p).

Given a, the number of solutions to y2 = a (mod p) is 2 if a is a square in Fp, 0
if a = 0 (mod p) and 1 otherwise. Then the number of solutions can be written as
(ap ) + 1, where (ap ) is the Legendre symbol.

From this, we know that the number of Fp points can be written as,

(3.2) 1 +
∑
x∈Fp

(
x(x− 1)(x− λ)

p

)
+ 1,

where the additional 1 is given by the point at infinity.
The Legendre symbol can also be written as(

a

p

)
= a

p−1
2 (mod p).

Using this identity in (3.2) gives

(3.3) |E(Fp)| = 1 +
∑
x∈Fq

(x(x− 1)(x− λ))
p−1
2 + 1 (mod p).

Let us focus on the term
∑
x∈Fp(x(x− 1)(x− λ))

p−1
2 .

We first state a couple of lemmas.

Lemma 3.4. (Fermat’s Little Theorem) Given a ∈ Fp, we have

ap−1 =

{
0 p | k
1 p - k

(mod p).
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Lemma 3.5. The sum
∑
x∈Fp x

k satisfies the identity

∑
x∈Fp

xk =

{
−1 p− 1 | k
0 p− 1 - k

(mod p).

Proof. Notice that if p − 1 | k, every term in the sum except for x = 0 becomes a
1 by Lemma 3.4. Then it is easy to see that

∑
x∈Fp x

k = −1 (mod p) in this case.

Now suppose that p− 1 - k. Let y 6= 0. We have∑
x∈Fp

(yx)k = yk
∑
x∈Fp

xk (mod p).

Note that since yx runs through all elements of Fp, this is actually∑
x∈Fp

xk = yk
∑
x∈Fp

xk (mod p).

Then it must be that
∑
x∈Fp x

k = 0 (mod p) in this case. �

Lemma 3.5 allows us to make a very important reduction. When the sum∑
x∈Fq (x(x − 1)(x − λ))

p−1
2 is expanded into a polynomial in x, all terms will

go to 0 except for the terms of the form αxp−1, which will become −α. Thus, it is
only necessary to find the coefficients of the terms with a xp−1.

Notice that these coefficients exactly come from the coefficients of x
p−1
2 in the

expansion of ((x− 1)(x− λ))
p−1
2 .

Using the binomial theorem, we have

(x− 1)
p−1
2 =

p−1
2∑

k=0

(p−1
2

k

)
xk(−1)

p−1
2 −k

and

(x− λ)
p−1
2 =

p−1
2∑
`=0

(p−1
2

`

)
x`(−λ)

p−1
2 −`.

Combining these equations, we see that x
p−1
2 terms appear when k + ` = p−1

2 ,
so the sum of the coefficients is

(−1)
p−1
2

∑
k+`= p−1

2

(p−1
2

k

)(p−1
2

`

)
λ`.

By symmetry of the binomial coefficients, this is

(−1)
p−1
2

p−1
2∑
`=0

(p−1
2

`

)2

λ`.

Notice that (p−1
2

`

)
=

(
− 1

2

`

)
,

so the sum of coefficients is

(−1)
p−1
2

p−1
2∑
`=0

(
− 1

2

`

)2

λ`.
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Then we have the identity

∑
x∈Fp

(x(x− 1)(x− λ))
p−1
2 = −(−1)

p−1
2

p−1
2∑
`=0

(
− 1

2

`

)2

λ`.

Plugging this into (3.3) completes the proof of Theorem 3.1.

Definition 3.6. The element

(−1)
p−1
2

p−1
2∑
`=0

(
− 1

2

`

)2

λ`

is known as the Hasse invariant of the elliptic curve E : y2 = x(x− 1)(x− λ).

3.2. Picard-Fuchs Equation. In this section we will work again with the Le-
gendre family of elliptic curves

Eλ : y2 = x(x− 1)(x− λ)

where λ ∈ P1\{0, 1,∞}. This time we consider curves over the complex numbers C.
Topologically, the fibers in this family are all the same. They are all tori. However,
as we move through the family, the complex structure of the tori will change.
The complex structure will be given by periods on the elliptic curves which we will
discuss shortly. We will derive the Picard-Fuchs equation which will be a differential
equation satisfied by these periods.

On these elliptic curves Eλ, there is a canonical differential

ωλ =
dx

y
.

These differentials come from calculating the arc length of ellipses.
We wish to integrate this differential, but there is an issue concerning choice of

path. Notice that Eλ is a double cover of P1 ∼= Ĉ, ramified at 0, 1, λ,∞. To make
this single valued, we must make some branch cuts. The following illustration
demonstrates one such possible choice of cuts.

Figure 1. Branch cuts on Eλ. Figure from [Sil09].

The resulting Riemann surface is a torus. We choose paths α and β as depicted
in the following figure.
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Figure 2. Paths α and β on Eλ. Figure from [Sil09].

Notice that the paths α and β generate the fundamental group of the torus.
These paths define two values

℘1 =

∫
α

ωλ

℘2 =

∫
β

ωλ.

These are called periods of Eλ. Let Λ be the lattice generated by the periods ℘1

and ℘2. By the prior discussion and the homology version of Cauchy’s Theorem,
we have a well defined map Eλ → C/Λ given by

P →
∫ P

O

ω (mod Λ).

This map is actually an isomorphism with inverse given by the Weierstrass ℘-
function. In particular, the periods determine the complex structure of fibers in
this family.

The periods ℘i can be considered as functions in the parameter λ. We wish to
show that the ℘i satisfy a differential equation in λ and we want to compute the
solutions.

Let Ω1
Eλ/C be the sheaf of relative 1-forms on Eλ over C. Exterior derivatives

give a complex

Ω•Eλ/C : 0 OEλ Ω1
Eλ/C 0 · · ·

which is a resolution of the constant sheaf C on Eλ. We can compute de Rham
cohomology using this resolution. Note that H1(Eλ,C) has dimension 2.

We can differentiate the Canonical differential ωλ = dx
dy with respect to λ. This

gives the following 1-forms

ωλ =
dx√

x(x− 1)(x− λ)

∂ωλ
∂λ

=
1

2

dx√
x(x− 1)(x− λ)3

∂2ωλ
∂λ2

=
3

4

dx√
x(x− 1)(x− λ)5

which belong in H1
dR(Eλ). However, since this has dimension 2, there must be some

linear dependency between these 1-forms.
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Thus, we get a relation in de Rham group

A
∂2ωλ
∂λ2

+B
∂ωλ
∂λ

+ Cωλ = exact form.

This gives the following differential equation on the periods

A
∂2℘i
∂λ2

+B
∂℘i
∂λ

+ C℘i = 0.

We can compute this relation explicitly.
By computation,

d

(√
x(x− 1)(x− λ)

(x− λ)2

)
=
(1

2
x−1/2(x− 1)1/2(x− λ)−3/2

+
1

2
x1/2(x− 1)−1/2(x− λ)−3/2

− 3

2
x1/2(x− 1)1/2(x− λ)−5/2

)
dx

= (x− 1)
∂ωλ
∂λ

+ x
∂ωλ
λ
− 2x(x− 1)

∂2ωλ
∂λ2

.

Make the substitutions

x− 1 = (x− λ) + (λ− 1)

x = (x− λ) + λ.

Then we get

2(x− λ)
∂ωλ
∂λ

+ (2λ− 1)
∂ωλ
∂λ
− 2(x− λ)2

∂2ωλ
∂λ2

− 2(2λ− 1)(x− λ)
∂2ωλ
∂λ2

− 2λ(λ− 1)
∂2ωλ
∂λ2

.

We also know that

(x− λ)
∂ωλ
∂λ

=
1

2
ωλ

(x− λ)
∂2ωλ
∂λ2

=
3

2

∂ωλ
∂λ

.

Making these substituions gives

−1

2
ωλ − (4λ− 2)

∂ωλ
∂λ
− 2λ(λ− 1)

∂2ωλ
∂λ2

.

Thus, we have the relation

−1

2
d

(√
x(x− 1)(x− λ)

(x− λ)2

)
=

1

4
ωλ + (2λ− 1)

∂ωλ
∂λ

+ λ(λ− 1)
∂2ωλ
∂λ2

.

Integrating on the path α or β, the generators of the fundamental group of the
torus chosen earlier, gives the Picard-Fuchs equation

λ(λ− 1)
∂2℘i
∂λ2

+ (2λ− 1)
∂℘i
∂λ

+
1

4
℘i = 0.

This is a Gauss hypergeometric equation. More importantly, the structure of
the solutions to this type of equation is well-known. These are computed using the
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Frobenius method. We are interested in the solutions at the singular point λ = 0.
The space of solutions has basis

y1(λ) = σ1(λ)

y2(λ) = λσ2(λ) + (log λ)σ1(λ),

where σi are holomorphic functions which do not vanish at 0.
We can normalize so that

y1(0) = 1.

We aim to find a power series expansion of y1

y1(λ) =

∞∑
n=0

anλ
n.

The idea is to find a recurrence relation for the coefficients an.
Plugging y1 into the differential equation gives
∞∑
n=0

(
λ(λ− 1)(n+ 2)(n+ 1)an+2 + (2λ− 1)(n+ 1)an+1 +

1

4
an

)
λn = 0.

Reorganizing this sum by the powers of λ, we can write this sum as

∞∑
n=0

((
n+

1

2

)2

an − (n+ 1)2an+1

)
λn = 0.

In particular, (
n+

1

2

)2

an = (n+ 1)2an+1.

Since we normalized y1 so that y1(0) = 1, we also know that a0 = 1. It follows that

an =

(
− 1

2

n

)2

,

so

y1(λ) =

∞∑
n=0

(
− 1

2

n

)2

λn.

Surprisingly, we see that the Hasse invariant has made an appearance. It is
a solution of the Picard-Fuchs equation, since it is a multiple of y1. This raises a
natural question of why this invariant determining the number of Fp-points appears
in this analytic situation. It is not a mere coincidence. In the next section, we will
discuss the rather deep and beautiful relationship.

3.3. Relationship Between the Picard-Fuchs Equation and Fp-Points. So
far we have made two distinct computations. First, we computed the number of
rational points on elliptic curves in Fp mod p. Then we considered the Legendre
family of elliptic curves over C. The periods corresponding to these elliptic curves
satisfy the Picard-Fuchs differential equation. We then computed a holomorphic
solution to this differential equation. Unexpectedly, the Hasse invariant which we
showed in the first computation determines the number of Fp-points is a solution
to the Picard-Fuchs equation. The Picard-Fuchs equation which was derived using
analytic information of the elliptic curve also contains arithmetic information about
the curve. In this section, we will show the connection between the arithmetic side
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and the analytic side.

This is where Fulton’s trace formula appears, in particular this following version,
which we showed in section 2.4:

Corollary 3.7. Let X be a projective scheme over Fq a field of characteristic p.
Then,

|X(Fq)| =
dimX∑
i=0

(−1)i tr(F |Hi(X,OX)) (mod p).

Fulton’s trace formula tells us that |Eλ(Fp)| will depend solely on the trace of
Frobenius on cohomology of the structure sheaf. Notably, by the computation
in section 3.1, the trace of Frobenius is the Hasse invariant. In section 3.2, our
computation showed that the Hasse invariant is a solution to the Picard-Fuchs
equation. We want to know why. The question now boils down to why the trace of
Frobenius on the cohomology of the structure sheaf is a solution of the Picard-Fuchs
equation. The Picard-Fuchs equation was derived through some linear dependency
in the cohomology on the cotangent sheaf. By Serre duality there is actually a
connection between the cohomology of the structure sheaf and the cohomology of
the cotangent sheaf. This connection will be the bridge between the number of
Fp-points of elliptic curves and the Picard-Fuchs equation.

We will summarize the key results of Serre duality that we will need. For full
details, one may refer to chapter 3.7 of [Har77].

Let X be a projective scheme of dimension n over an algebraically closed field k.

Definition 3.8. Let ω◦X be a coherent sheaf and t : Hn(X,ω◦X) → k a morphism.
This pair is dualizing for X if for all coherent sheaves F , composing the map t
with the pairing

Hom(F , ω◦X)×Hn(X,F )→ Hn(X,ω◦X)

gives an isomorphism

Hom(F , ω◦X) ∼= Hn(X,F )′.

The morphism t is called a trace morphism.

Theorem 3.9. If X is a projective scheme over a field k, then a dualizing sheaf
for X exists.

Proof. This proof is in [Har77] 3(7.5). �

The dualizing sheaf and the trace morphism seem quite mysterious. Fortunately,
for curves, we can describe these objects explicitly.

The idea is analogous to Poincare duality in de Rham cohomology where we
have a pairing of differential forms with a trace map given by integration. That is,
given a smooth compact manifold M , we have the pairing

Hk
dR(M)×Hn−k

dR (M)→ R

[ω]× [η] 7→
∫

[ω] ∧ [η].

On the algebraic side, it turns out that the dualizing sheaf is the cannonical
sheaf, i.e. the top exterior power of the cotangent sheaf.
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Theorem 3.10. Let X be a projective nonsingular variety over an algebraically
closed field. Then the dualizing sheaf is ωX , where ωX denotes the cannonical
sheaf.

Proof. This can be found in [Har77] 3(7.12). �

In particular, for a smooth projective curve C, the dualizing sheaf is the cotan-
gent sheaf Ω1

C . To visualize the analogy with integration, we need to develop residues
on curves. The trace map will correspond to the sum of residues.

Theorem 3.11. Let p ∈ C be a closed point and K denote the function field of
C. We have a unique k-linear residue map resp : ΩK → k satisfying the following
properties.

• resp(τ) = 0 for τ ∈ ΩC,p
• resp(f

ndf) = 0 for f ∈ K∗, n 6= 1
• resp(f

−1df) = vp(f) · 1 , where vp is the valuation on the valuation ring
OC,p.

To compute residues, take a local parameter t ∈ OC,p. Then for τ ∈ ΩK , we can
write

τ =
∑
i<0

ait
i + gdt,

where g ∈ OC,p. Then the properties in Theorem 3.11 show that

resp(τ) = a−1.

We have a corresponding residue theorem.

Theorem 3.12. If τ ∈ ΩK , then
∑
p∈C resP (τ) = 0.

The idea now is that there is an exact sequence

ΩK
⊕

p∈C ΩK/ΩC,p H1(C,ΩC) 0 .

Note that by the first property in Theorem 3.11, resp is well-defined on ΩK/ΩC,p.
There is a map ⊕

p∈C
ΩK/ΩC,p → k

given by

τ 7→
∑
p

resp(τ).

Since by the residue theorem, ΩK is mapped to 0, this gives a well-defined map on
the quotient H1(C,ΩC)

t : H1(C,ΩC)→ k,

which is the trace map.
Putting together the previous discussion, we have the following duality theorem.

Theorem 3.13. (Serre Duality for Curves) Let C be a smooth projective curve.
Then for any coherent sheaf F we have a pairing

Hom(F ,ΩC)×H1(C,F )→ H1(C,ΩC).

Composing this pairing with the map t given by the sum of residues gives an iso-
morphism

Hom(F ,ΩC) ∼= H1(C,F )′,
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where H1(C,F )′ denotes the dual.

Let us return to elliptic curves. Let Eλ be an elliptic curve in Legendre form.
Using the identification Hom(OEλ ,ΩEλ) ∼= H0(Eλ,ΩEλ) and Serre duality with the
structure sheaf OEλ , we have that

H0(Eλ,ΩEλ) ∼= H1(Eλ,OEλ)′.

In particular, H1(Eλ,OEλ) has dimension 1.
By the trace formula, to compute Eλ(Fp), we need to compute the trace of

Frobenius on H0(Eλ,OEλ) and H1(Eλ,OEλ). As computed before, the trace of
Frobenius on H0(Eλ,OEλ) is 1. We are after the trace of Frobenius on H1(Eλ,OEλ)
which is the Haase invariant. Serre duality allows us to understand this in terms
of H0(Eλ,ΩEλ) which will then relate to the Picard-Fuchs Equation.

We need some description of H1(Eλ,OEλ). This can be computed using a Cech
cover. Take the Cech cover given by

U = Eλ \ {q} and V = Eλ \ {q′}

where q, q′ ∈ Eλ. This gives the complex

OEλ(U)⊕OEλ(V ) OEλ(U ∩ V ).δ

The sheaf OEλ(U) consists of functions with poles at q, and OEλ(V ) consists of
functions with poles at q′. The coboundary map δ is given by (f, g) 7→ f |U∩V −
g|U∩V . It follows that H1(Eλ,OEλ) consists of functions on Eλ with poles at q and
q′ quotient the sum of functions with poles at q and functions with poles at q′. The
Serre duality pairing is then given by

H0(Eλ,ΩEλ)×H1(Eλ,OEλ)→ Fp
(ω, h) 7→ resq(hω) + resq′(hω).

Recall that H1(Eλ,OEλ) is one-dimensional. By Riemann-Roch, the dimension of
the space of functions with a pole at q of order at most one and a pole at q′ of order
at most one is 2. The dimension of the space of functions with only a pole at q′ of
order at most three is 3. Then we know that there exists a function, h, with poles
only at q and q′, where the pole at q is simple and the pole at q′ has order at least
two.

Let q′ ∈ Eλ. For each λ we make a choice of qλ ∈ Eλ(Fp) and let hλ be the
corresponding function with a simple pole at qλ and a pole of order at least 2 at q′.
What qλ is and the reason we need to make a such a choice will become apparent
shortly. The function hλ is a generator of H1(Eλ,OEλ), so we will only need to
compute the Frobenius on hλ. The Frobenius will send hλ(x) to the function hλ(xp).

To determine the trace, we need to write hλ(xp) in terms of the basis hλ(x). Let
ω(λ) be the form corresponding to the dual basis element of hλ(x) in the identifica-
tion H0(Eλ,ΩEλ) ∼= H1(Eλ,OEλ)′. Then the trace will be given by resqλ hλ(xp)ω(λ)+
resq′ hλ(xp)ω(λ). However, since we chose hλ to have a pole of order at least 2 at
q′, resq′ hλ(xp)ω(λ) is 0 and all that’s left to compute is resqλ hλ(xp)ω(λ).

To make this computation, expand both ω(λ) and hλ(xp) using a local parameter
t at qλ. Expanding ω(λ) we have

ω(λ) = a0(λ)dt+

∞∑
i=1

ai(λ)(t− qλ)idt.
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We want a0 to not depend on λ. Since the Legendre family is locally trivial around
some λ0, we can make a choice of qλ so that a0(λ) is constant. This is since
a0(λ) = ω(λ)( ∂

∂x )|qλ . Define ϕλ = ω(λ)( ∂
∂x ). Then a choice of qλ making a0 con-

stant amounts to solving the differential equation d
dλϕλ(qλ) = 0 with the initial

condition given by ϕλ0(qλ0). Then by scaling, we may assume that a0(λ) = 1.

Since hλ(x) has a simple pole at qλ, we can write it in the form

hλ(t) =
1

(t− qλ)
+

∞∑
i=0

bi(λ)(t− qλ)i.

Then,

hλ(tp) =
1

(t− qλ)p
+

∞∑
i=0

bi(λ)(t− qλ)pi.

This computation makes sense since we required that qλ ∈ Eλ(Fp).

To find the residue of hλ(tp)ω(λ), we need the coefficient of (t − qλ)−1 in
hλ(tp)ω(λ). We see that this is exactly ap−1(λ). Thus, the trace of Frobenius
on H1(Eλ,OEλ) is ap−1(λ).

Since ω(λ) can be written in terms of the basis given by the cannonical differ-
ential, independent of λ since we made a0(λ) = 1, 1 +

∑∞
i=0 ai(λ)(t− qλ)i will also

satisfy the Picard-Fuchs equation. That is we have a relation(
λ(λ− 1)

∂2

∂λ2
+ (2λ− 1)

∂

∂λ
+

1

4

)
(1 +

∞∑
i=1

ai(λ)(t− qλ)i) = exact form.

Write the exact form locally as a series

d

dt

( ∞∑
i=0

ci(t− qλ)i

)
.

Looking at the differential operator on the (t− qλ)p−1 terms gives that(
λ(λ− 1)

∂2

∂λ2
+ (2λ− 1)

∂

∂λ
+

1

4

)
(ap−1(λ)(t− qλ)p−1) =

d

dt
cp(t− qλ)p.

But, d
dtcp(t−qλ)p = pcp(t−qλ)p−1 = 0, so ap−1(λ) is a solution to the Picard-Fuchs

equation. It follows that the trace of Frobenius on H1(Eλ,OEλ) is a solution to
Picard-Fuchs. We now see why the solution to the Picard-Fuchs equation is related
to the number of Fp-points of elliptic curves.

In particular, on the arithmetic side, the number of Fp points mod p is determined
by the Hasse invariant. Through Fulton’s trace formula, the Hasse invariant is the
trace of Frobenius on H1(Eλ,OEλ). With the connection between H1(Eλ,OEλ)
and H0(Eλ,ΩEλ) through Serre duality, we see why the trace of Frobenius will
actually satisfy the Picard-Fuchs equation. Hence, Fulton’s trace formula and Serre
duality explains why the Picard-Fuchs equation encodes in its solutions arithmetic
information on the Fp-points of elliptic curves.
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